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Abstract. Let L be a countable language. We characterize, in terms of
definable closure, those countable theories Σ of Lω1,ω(L) for which there exists
an S∞-invariant probability measure on the collection of models of Σ with
underlying set N. Restricting to Lω,ω(L), this answers an open question of
Gaifman from 1964, via a translation between S∞-invariant measures and
Gaifman’s symmetric measure-models with strict equality. It also extends
the known characterization in the case where Σ implies a Scott sentence. To
establish our result, we introduce machinery for building invariant measures
from a directed system of countable structures with measures.
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1. Introduction

Logic and probability bear many formal resemblances, and there is a long history
of model-theoretic approaches to unifying them. A seminal work extending classical
model theory to random structures is Gaifman’s 1964 paper [Gai64]. This paper

October 17, 2017



COUNTABLE INFINITARY THEORIES ADMITTING AN INVARIANT MEASURE 2

provides coherence conditions for assigning probabilities to formulas from some
first-order language, instantiated from a fixed domain, in a way that respects
the logical relationships between formulas. Gaifman calls such an assignment of
probabilities a measure-model ; in the case where the assignment also respects
equality, he calls it a measure-model with strict equality.

A key case that Gaifman addresses is that of a symmetric measure-model,
where the probabilities assigned to a formula are invariant under arbitrary finite
permutations of the instantiating domain. He shows how to obtain a symmetric
measure-model for an arbitrary countable first-order theory, but demonstrates
that some of these theories admit only symmetric measure-models without strict
equality. This leaves open the following question from [Gai64, §4]:

“The problem of characterizing those theories (i.e. measures having
the values 0 and 1) which possess a measure-model with strict equal-
ity, satisfying also the symmetry condition, seems to be difficult.”

Gaifman’s paper is concerned with first-order theories of Lω,ω, but his question
is also natural in the infinitary setting of Lω1,ω explored by Scott and Krauss in
[SK66] and [Kra69]. In the present paper, we answer the more general question
for arbitrary countable theories of Lω1,ω in the case of countable domains, by
developing methods that extend our earlier work on invariant measures [AFP16].
In doing so, we answer Gaifman’s original question, for countable domains and
languages.

Our setting is the following; for more details, see §§2.1 and 2.2. Let L be a
countable language, and write StrL for the measurable space of L-structures with
underlying set N. The space S∞ of permutations of N acts on StrL by permuting
the underlying set. Given a countable collection of sentences Σ ⊆ Lω1,ω(L), we
consider when there is an S∞-invariant probability measure on StrL that assigns
probability 1 to the class of models of Σ in StrL.

For L a countable language and X a countable set, the paper [Gai64] shows
essentially that every measure-model with strict equality, of formulas of Lω1,ω(L)
instantiated by elements from X, is induced by some probability distribution
on the class of L-structures with underlying set X. In the case where the
underlying set X is N, Gaifman’s symmetric measure-models with strict equality
correspond to S∞-invariant probability measures on StrL. An Lω,ω(L)-theory
Σ has a symmetric measure-model with strict equality when the corresponding
S∞-invariant probability measure assigns probability 1 to the class of models of Σ
in StrL.

1.1. Main result. Our main theorem, Theorem 1.1, states that for a countable
language L and countable theory Σ of Lω1,ω(L), there is an S∞-invariant probability
measure concentrated on the class of models of Σ in StrL precisely when Σ has a
completion (in some countable fragment) that has trivial definable closure (for
that fragment) — a criterion that is often easy to check in practice.
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This theorem is a generalization of the main result of [AFP16], which considered
only the case where Σ implies a Scott sentence. Recall that a Scott sentence is a
sentence σ ∈ Lω1,ω(L) that has exactly one countable model up to isomorphism;
in particular, {σ}, though not deductively closed, is a complete theory of Lω1,ω(L)
in the sense that it implies ϕ or implies ¬ϕ for each sentence ϕ ∈ Lω1,ω(L).
Theorem 1.1 can therefore be viewed as a generalization of [AFP16] to countable
theories of Lω1,ω(L) that are not necessarily complete for Lω1,ω(L).

For an S∞-invariant probability measure µ on StrL, we say that µ is ergodic if
every µ-almost S∞-invariant subset of StrL is assigned measure 0 or 1 by µ. Every
S∞-invariant probability measure can be decomposed as a convex combination of
ergodic ones. Further, if there is an S∞-invariant probability measure concentrated
on a given Borel set B ⊆ StrL, then there is an ergodic such measure, and so it
often suffices to consider only the ergodic S∞-invariant probability measures.

Theorem 1.1. Let L be a countable language, and let Σ ⊆ Lω1,ω(L) be a countable
set of sentences. Then the following are equivalent:

(1) There is an S∞-invariant probability measure concentrated on the class of
models of Σ in StrL.

(2) There is an ergodic S∞-invariant probability measure concentrated on the
class of models of Σ in StrL.

(3) There is a countable fragment A ⊆ Lω1,ω(L) and a consistent theory T ⊆ A
that is complete for A, such that Σ ⊆ T and T has trivial A-definable
closure.

(4) For all countable fragments A ⊆ Lω1,ω(L) such that Σ ⊆ A, there is a
consistent theory T ⊆ A that is complete for A, such that Σ ⊆ T and T
has trivial A-definable closure.

Note that when Σ is itself complete for some countable fragment A ⊆ Lω1,ω(L),
then Theorem 1.1 implies that there is an S∞-invariant probability measure
concentrated on the class of models of Σ in StrL if and only if Σ has trivial
A-definable closure.

In the case where Σ is a set of first-order sentences, our main result simplifies
to the following.

Theorem 1.2. Let Σ ⊆ Lω,ω(L) be a set of first-order sentences. Then there is
an S∞-invariant probability measure concentrated on the class of models of Σ in
StrL if and only if there is some complete consistent theory T ⊆ Lω,ω(L) with
Σ ⊆ T such that T has trivial Lω,ω(L)-definable closure.

This answers Gaifman’s question for countable languages and domains.

1.2. Outline of the paper. We begin, in Section 2, by providing definitions
regarding our setting, including the notion of an ergodic structure, i.e., an ergodic
S∞-invariant probability measure on StrL. We describe a process we call pithy
Π2 Morleyization that allows us to work with languages and theories that have
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nice properties which allow us to carry out the main construction of our paper.
We also provide basic results about trivial definable closure and its relation to
duplication of formulas.

In Section 3, we describe a method for building ergodic structures via sampling
from a Borel structure equipped with a measure.

Next, in Sections 4 and 5, a countable consistent theory that is complete for a
countable fragment and has trivial definable closure for that fragment, we show
how to build a Borel structure and measure such that sampling from it yields an
ergodic model of the theory, i.e., an ergodic structure that concentrates on the
collection of models of the theory. We do so by building a special type of directed
system of finite structures with measures whose limit is such a Borel structure
along with a measure.

In Section 6, we show that if a countable consistent theory that is complete for
some countable fragment has non-trivial definable closure for that fragment, then
it does not admit an ergodic model.

Finally, in Section 7, we combine the positive and negative results from Sections
5 and 6 to obtain our main result, Theorem 1.1, and its corollary for first-order
languages, Theorem 1.2.

2. Preliminaries

In this section, we introduce and develop notions involving invariant measures
and certain kinds of theories that will be useful in our constructions.

Throughout this paper, let L be a countable language. We allow relation
symbols to be 0-ary. The instantiation of a 0-ary relation in an L-structure is the
assignment True or False; such relations allow us to simplify the Morleyization
construction in §2.3. For a nested pair of countable languages L′ ⊆ L′′ and an
L′′-structure N , we write N|L′ to denote the reduct of N to the language L′.

We will formally allow formulas only to contain ∧,
∧
,¬,∃, and we use ∨,

∨
,∀

as shorthand in the standard way. This simplification loses no generality, but
sometimes allows us a cleaner presentation, as it reduces the number of cases to
deal with for inductions on formulas.

Recall that a fragment (of Lω1,ω(L)) is a subset A ⊆ Lω1,ω(L) that is closed
under subformulas as well as the logical operations of ∧,∨,¬, (∃x) and (∀x).

We say that a set of sentences T ⊆ Lω1,ω(L) is a theory when it is consistent.
In general, we do not require theories to be deductively closed or complete (for
either a countable fragment or for Lω1,ω(L)).

Let A be a fragment. An A-theory T is a theory T such that T ⊆ A. An
A-theory T is complete for A when for every sentence σ ∈ A, either T |= σ
or T |= ¬σ; in this case we say that T is a complete A-theory. Note that we
do not require even complete A-theories to be deductively closed; this will be
important when we work with A-theories of a restricted syntactic form (namely,
pithy Π2, as described in §2.3).
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For a measure m and singleton set {x}, we often abbreviate m({x}) by the
notation m(x), and for a function i we similarly abbreviate the inverse image
i−1({x}) by i−1(x). Likewise, we write Y ∪ x to denote Y ∪ {x} and Y \ x to
denote Y \ {x} We write qf-type to mean a quantifier-free type.

2.1. The logic action on the measurable space StrL. The measurable space
StrL has underlying space the collection of L-structures with underlying set N,
and σ-algebra generated by subbasic open sets of the form

Jϕ(n1, . . . , nj)K := {M ∈ StrL :M |= ϕ(n1, . . . , nj)},

where ϕ is an atomic L-formula, j is its number of free variables, and n1, . . . , nj ∈ N.
In fact, Jϕ(n1, . . . , nj)K is Borel for arbitrary formulas ϕ of Lω1,ω(L), by [Kec95,
Proposition 16.7]. Given a countable theory T , we write JT K to mean J

∧
ϕ∈T ϕK.

Let S∞ denote the permutation group of N. The logic action of S∞ on StrL is
the action induced by permutation of the underlying set N; for more details, see
[Kec95, §16.C]. We say that a Borel probability measure m on StrL is invariant
when it is invariant under the action of S∞, i.e., m(X) = m(g · X) for every
Borel set X ⊆ StrL and g ∈ S∞; we often simply call such an m an invariant
measure. A probability measure m is concentrated on a Borel set X ⊆ StrL
when m(X) = 1.

The Lopez-Escobar theorem (see, e.g., [Kec95, Theorem 16.8]) states that a set
X ⊆ StrL is Borel and invariant under the logic action if and only if there is a
sentence ϕ ∈ Lω1,ω(L) such that X = JϕK.

We will sometimes speak of an invariant measure concentrated on a sentence ϕ,
by which we mean an invariant measure concentrated on JϕK, the class of models
of ϕ in StrL. We will likewise speak of an invariant measure concentrated on a
countable theory T , by which we mean an invariant measure concentrated on JT K,
the class of models of T in StrL, and in this case say that T admits an invariant
measure. Given a countable collection Θ of qf-types, we say that an invariant
measure omits Θ when it is concentrated on the class of structures in StrL that
omit every qf-type in Θ, i.e., on

q∧
p(x)∈Θ(∀x)¬p(x)

y
.

2.2. Ergodic structures. In order to determine which countable theories admit
an invariant measure, it will suffice to ask which admit an ergodic invariant
measure.

Definition 2.1. We say that a probability measure µ on StrL is ergodic if
µ(B) ∈ {0, 1} for all Borel sets B that satisfy µ(B∆τ−1(B)) = 0 for every
τ ∈ S∞.

In other words, an ergodic probability measure µ is one that does not assign
intermediate measure to any µ-almost invariant set.

We will use the following standard result in the proof of Theorem 1.1; we include
its proof for completeness.
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Lemma 2.2. If Σ ⊆ Lω1,ω(L) is countable set of sentences that admits an S∞-
invariant measure, then Σ admits an ergodic S∞-invariant measure.

Proof. Let µ be an invariant measure concentrated on Σ, and suppose that Σ does
not admit an ergodic invariant measure. The measure µ can be decomposed into
a mixture of ergodic invariant measures on StrL (see, e.g., [Kal05, Lemma A1.2
and Theorem A1.3]). By hypothesis, none of the measures in the decomposition
is concentrated on Σ. By the Lopez-Escobar theorem, JΣK is Borel invariant,
and so the measures in the decomposition must therefore all be concentrated on
the complement of JΣK. But then µ, which is a mixture of the measures in the
decomposition, is concentrated on the complement of JΣK, a contradiction. �

Ergodic invariant measures can be thought of as “probabilistic” structures, as
we now describe.

Definition 2.3. An ergodic L-structure is an ergodic invariant measure on
StrL. An ergodic L-structure µ is said to almost surely satisfy a sentence
ϕ ∈ Lω1,ω(L) when µ(JϕK) = 1.

Lemma 2.4. Let µ be an ergodic L-structure, and define

Th(µ) := {ϕ ∈ Lω1,ω(L) : µ(JϕK) = 1}.
Then Th(µ) is a complete, deductively closed Lω1,ω(L)-theory.

Proof. Because the measure µ is ergodic, for any sentence ϕ ∈ Lω1,ω(L), exactly
one of ϕ ∈ Th(µ) or ¬ϕ ∈ Th(µ) holds, by the Lopez-Escobar theorem. Deductive
closure follows from σ-additivity, and so Th(µ) is also consistent, hence an
Lω1,ω(L)-theory. �

Definition 2.5. We say that µ is an ergodic model of T when T ⊆ Th(µ); in
that case we say that Th(µ) is the theory of µ.

An ergodic structure therefore has a complete Lω1,ω(L)-theory, and it is an
ergodic model of this theory. This provides some justification for considering
ergodic structures as probabilistic generalizations of classical model-theoretic
structures.

Finally, we say that an ergodic L-structure almost surely has a property P
when it assigns measure 1 to the collection of elements of StrL having property
P . For example, we say that µ almost surely omits a countable collection of
qf-types Θ when µ

(q∧
p(x)∈Θ(∀x)¬p(x)

y)
= 1. We will be especially interested in

ergodic models of a given theory that almost surely omit a particular collection of
qf-types.

2.3. Morleyization and Pithy Π2 theories. In our main construction it will
be important to work with a first-order theory consisting of sentences of a specific
form which can be thought of as “one-point extension axioms”. It will also be
important that our measure concentrate on the collection of models of a theory of
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one-point extension axioms that omits a countable collection of (non-principal)
qf-types, which we obtain by a variant of a standard construction.

The notion of non-redundant tuples, formulas, structures, and theories will
be important when formulating the notions of duplication of qf-types (§2.4) and
layering transformations (§4.5).

Definition 2.6. A tuple a1 · · · an is non-redundant if ai 6= aj for i 6= j. A
formula with free variables x1, . . . , xn is non-redundant if it implies the formula∧

1≤i<j≤n(xi 6= xj). A structure in a relational language is non-redundant if
each relation holds only on non-redundant tuples, and a theory in a relational
language is non-redundant if all of its models are non-redundant.

We now introduce the special form of sentences, which we call pithy Π2. We
then show that for any countable fragment A of Lω1,ω(L), there is a relational
language LA, a pithy Π2 first-order LA-theory ThA, and a countable collection of
qf-types ΘA of LA, such that each L-structure has a common definable expansion
with some model of ThA omitting ΘA.

Definition 2.7. A sentence ϕ ∈ Lω1,ω(L) is said to be pithy Π2 if it is of the
form (∀x)(∃y)ψ(x, y) where ψ(x, y) is quantifier-free, and x is a finite (possibly
empty) sequence of variables. A countable theory T is said to be pithy Π2 when
every sentence in T is pithy Π2.

Throughout the rest of this subsection, let A be a countable fragment of Lω1,ω(L)
and let T be an A-theory.

We now define the relational language LA. For m ∈ N write [m] := {1, . . . ,m}.
Let I be the set of triples (ϕ(x), ι, κ) for which there exist n ∈ N and r ≤ n such
that:

• ϕ(x) ∈ A is an L-formula with x = x1 · · ·xn its tuple of distinct free
variables,
• ι : [n]→ [r] is a surjection, and
• κ : [r]→ [n] is an injection such that ι ◦ κ is the identity on [r].

Then define the relational language

LA := {Qϕ(x),ι,κ : (ϕ(x), ι, κ) ∈ I},

where each Qϕ(x),ι,κ is a relation symbol of arity |x|.
For each surjection ι : [n]→ [r], define

eqι :=
∧

j,`∈[n] : ι(j)=ι(`)

(xj = x`) ∧
∧

j,`∈[n] : ι(j)6=ι(`)

(xj 6= x`).

Now for each η(x) ∈ A, define the formula

Rη(x)(x) :=
∨

ι,κ : (η(x),ι,κ)∈I

{eqι ∧Qη(x),ι,κ(xκ(1) · · ·xκ(r))},
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where r is the arity of Qη(x),ι,κ and x = x1 · · ·xn is the tuple of distinct free
variables of η.

After two observations, we next define the theory ThA connecting LA to L
(which will be the pithy Π2 Morleyization of the empty theory). First, note that
we have described multiple relation symbols that our theory will prove equivalent;
namely, whenever (ϕ(x), ι, κ), (ϕ(x), ι, κ′) ∈ I we have

ThA |= Qϕ(x),ι,κ(y)↔ Qϕ(x),ι,κ′(y),

though this does not pose a problem (and simplifies naming of the Q relation
symbols).

Second, note that the language LA is “built from” L in the sense that for each
atomic L-formula η(x) there is a first-order quantifier-free LA-formula Rη(x) that
ThA will prove equivalent to η(x). However, LA does not literally contain L as a
sublanguage (and we will later refer to the language LA ∪ L when needed). Note
that when ϕ is a sentence, then each Q(ϕ(x),ι,κ) is a 0-ary relation symbol, and Rϕ

is a 0-ary formula, whose presence simplifies the technicalities of the pithy Π2

Morleyization.
Define the pithy Π2-theory ThA to be the collection of sentences

• (∀y)[Q(ζ(u),ι,κ)(y)→
∧

j,`∈[k] : j 6=`

(yj 6= y`)]

for all (ζ(u), ι, κ) ∈ I where y = y1 · · · yk is the tuple of distinct free variables in
Q(ζ(u),ι,κ), and

• (∀x)[R¬ψ(x)↔ ¬Rψ(x)],
• (∀x)[Rξ0∧ξ1(x)↔

(
Rξ0(w0) ∧Rξ1(w1)

)
],

• (∀x)[R(∃y)ϕ(x)↔ (∃y)Rϕ(x, y)],
• (∀x)[R(∃y)ψ(x)↔ (∃y)Rψ(x)], and
• (∀x)[R∧

i∈ω ηi
(x)→ Rηj(zj)] for all j ∈ ω,

for all ξ0, ξ1, ψ, ϕ,
∧
i∈ω ηi ∈ A; where x is a tuple containing precisely the free

variables of ψ; where the tuple wi contains precisely the free variables of ξi for
i = 0, 1 and x contains precisely the variables occurring in w0 or w1, where the
tuple zi contains precisely the free variables of ηi for each i ∈ ω and x contains
precisely the variables occurring in some zi; and where the free variables of ϕ are
precisely the variables in xy, with y 6∈ x.

We also define a theory EL,A that will allow us to restrict to the case of relational
languages in our main constructions. Let EL,A be the (LA ∪ L)-theory consisting
of (∀w)[Rζ(w)(w)↔ ζ(w)], where ζ(w) is an atomic L-formula whose free variables
are precisely those in the tuple w.

Lemma 2.8. ThA is a non-redundant pithy Π2 first-order LA-theory.

Proof. ThA is a first-order LA-theory by definition, and is non-redundant by its
first set of axioms (involving every relation symbol Q(ζ(u),ι,κ) in the language).
The theory ThA is also pithy Π2 by the form of the remaining axioms and the fact
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that each formula Rζ has a quantifier-free definition in terms of the Q relations
symbols. �

We now define a countable collection of qf-types ΘA in the language LA. For
every formula of the form

∧
i∈ω ηi ∈ A, define the qf-type p∧

i∈ω ηi
by

p∧
i∈ω ηi

(x) := {¬R∧
i∈ω ηi

(x)} ∪ {Rηi(zi) : i ∈ ω},

where x and zi are tuples of variables as above. Then define the collection

ΘA := {p∧
i∈ω ηi

:
∧
i∈ω

ηi ∈ A}.

Note that if there is some n ∈ ω such that

|= (∀x)
(∧
i∈ω

ηi(zi)↔
∧
i≤n

ηi(zi)
)
,

then p∧
i∈ω ηi

is inconsistent with ThA ∪EL,A. However, this is not a problem, as
then the qf-type is automatically omitted.

Define the LA-theory Th+
A to be

Th+
A := ThA ∪{(∀x)¬p(x) : p(x) ∈ ΘA},

where the tuple of variables x is of the appropriate length for each qf-type
p(x) ∈ ΘA. In fact, a model of Th+

A is precisely the pithy Π2 Morleyization of
some L-structure (see Definition 2.10 below).

An easy induction on L-formulas shows that in any model K of Th+
A ∪EL,A,

for all formulas ψ ∈ A, we have

K |= (∀x)
(
ψ(x)↔ Rψ(x)

)
,

where x contains precisely the free variables of ψ, i.e., K omits ΘA. In fact, we
have the following.

Lemma 2.9. For every L-structure M there is a unique expansion of M to
an (LA ∪ L)-structure MA such that MA |= Th+

A ∪EL,A. In addition, for every
LA-structure N that satisfies Th+

A, there is a unique expansion of N to an (LA∪L)-
structure N E |= EL,A. Further, (MA|LA

)E =MA, and (N E|L)A = N E.

Proof. Let MA be the (LA ∪ L)-structure that satisfies Th+
A ∪EL,A and whose

reduct to L is M. Such a structure clearly exists and is the unique (LA ∪ L)-
structure with these properties.

Likewise, let N E be the unique (LA ∪ L)-structure that satisfies Th+
A ∪EL,A

and whose reduct to LA is N . �

Definition 2.10. Let M be an L-structure. The pithy Π2 Morleyization of
M for A is the LA-structure MA|LA

.
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Observe that any pithy Π2 Morleyization is in a relational language (by the
construction of LA) and is non-redundant (by Lemma 2.8).

Define the countable pithy Π2 first-order LA-theory TA := ThA ∪{Rσ : σ ∈ T},
which we will use in Section 5. Further define the Lω1,ω(LA)-theory
T+
A := Th+

A ∪{Rσ : σ ∈ T}, and let A+ be the smallest LA-fragment containing
Th+

A. Observe that A+ is countable and T+
A is an A+-theory; we will later see in

Corollary 2.16 that T+
A is a complete A+-theory.

Note that an LA-structure satisfies T+
A if and only if it satisfies TA and omits

ΘA. The theory T+
A has the following key property.

Lemma 2.11. Let M be an L-structure. For every L-sentence σ ∈ A, we have
M |= σ if and only if MA |= Rσ. In particular, MA is a definable expansion of
M for A, and M |= T if and only if MA |= T+

A .

Proof. We have MA |= Th+
A ∪EL,A by Lemma 2.9. Hence for atomic formulas σ,

we have M |= σ if and only if MA |= Rσ. This equivalence holds for all σ via an
easy induction on formulas, using the way that Th+

A was constructed. �

For every L-type p over A that is consistent with T , define the qf LA-type
pA(x) := {Rψ(x) : ψ ∈ p}. The following statement that types lift to qf-types is
immediate from Lemma 2.11.

Corollary 2.12. Let p be a L-type over A that is consistent with T . Then pA is
consistent with Th+

A and such that M |= p(a) iff MA |= pA(a) for every model M
of T and tuple a ∈M whose length is the number of free variables of pA.

We now establish a tight connection between models of T and of T+
A .

Corollary 2.13. The mapM 7→MA|LA
restricts to a Borel bijection between JT K

and JT+
A K that commutes with the logic action and preserves convex combinations

of probability measures.

Proof. By Lemma 2.9 and Corollary 2.12, the map M 7→ MA|LA
is a bijection

between StrL and the set of models of Th+
A within StrLA

. This bijection is
clearly Borel; note that it commutes with the logic action and preserves convex
combinations of probability measures. Further, by Lemma 2.11, the image of JT K
is JT+

A K. Finally, note that every model of T+
A is the pithy Π2 Morleyization of

some model of T . �

This yields the following corollary for ergodic structures, since the ergodic
structures are precisely those invariant measures that cannot be decomposed as
a non-trivial convex combination of others (again see [Kal05, Lemma A1.2 and
Theorem A1.3]).

Corollary 2.14. T has an ergodic model if and only if T+
A does.

Proof. By Corollary 2.13, there is a bijection between the set of ergodic L-
structures that almost surely satisfy T and the ergodic LA-structures that almost
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surely satisfy T+
A . In particular, one such set of ergodic structures is non-empty if

and only if the other is non-empty. �

This corollary reduces the problem of determining whether there is an ergodic
model of an A-theory to that of determining whether there is an ergodic model of
a corresponding first-order theory that omits a certain countable set of qf-types.

The following result will be useful when considering trivial A-definable closure
in §2.4.

Corollary 2.15. For any sentence σ ∈ A, we have

T |= σ if and only if T+
A |= Rσ.

Proof. By the completeness theorem for sentences of Lω1,ω(L), we have T |= σ if
and only if JT ∪ {¬σ}K is empty. By Corollary 2.14, JT ∪ {¬σ}K is empty if and
only if JT+

A ∪ {R¬σ}K is empty.
Again by completeness, T+

A |= Rσ if and only if JT+
A ∪ {¬Rσ}K is empty. But

JT+
A ∪ {¬Rσ}K = J(T+

A ∪ {R¬σ})K,
and so we are done. �

The following corollary will be used in the proof of our main result, Theorem 1.1.

Corollary 2.16. For any complete A-theory T , the theory T+
A is a complete

A+-theory.

Proof. By an easy induction on formulas, for every formula ϕ ∈ A+, there
is a relation R ∈ LA, of arity the number of free variables of ϕ, such that
Th+

A |= (∀x)
(
R(x)↔ ϕ(x)

)
. Therefore the result follows by Corollary 2.15. �

2.4. Definable closure and duplication of formulas. The main result of
[AFP16] is that the only obstacle to the existence of an ergodic structure con-
centrated on the isomorphism class of a given structure M is the presence of
a tuple whose definable closure in M includes additional elements. The main
result of the present paper shows that the only obstruction to the existence of an
ergodic structure concentrated on the collection of models of a complete A-theory
T ⊆ Lω1,ω(L) is the presence of a formula that T proves uniformly witnesses the
non-triviality of definable closure in the models of T .

In this subsection we introduce the notion of trivial A-definable closure over a
fragment A as well as a useful equivalent concept, that of having duplication of
formulas in A.

Definition 2.17. Let A be a fragment and let M be an L-structure. Let TM

be the complete A-theory of M. The A-definable closure of a set X ⊆ M is
defined to be the set dclA(X) of all elements b ∈M for which there is a formula
ϕ(x, y) ∈ A and a tuple a of length |x| all of whose elements are in X, such that

M |= ϕ(a, b) and TM |= (∀x)(∃=1y)ϕ(x, y),
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where (∃=1y) means “there exists a unique y”. The A-algebraic closure of X,
written aclA(X) is defined similarly except with (∃=1y) replaced by (∃<ωy), i.e.,
“there exist finitely many y”.

Recall that the Scott sentence σM ∈ Lω1,ω(L) of a countable L-structure M
determines M up to isomorphism among countable structures. When A contains
the Scott sentence of M, then dclA(X) is the same as the usual “group-theoretic”
notion of definable closure in M, i.e., the set dclGM(X) of those b ∈M for which{

g(b) : g ∈ Aut(M) s.t. (∀c ∈ X) g(c) = c
}

= {b}.
The structure M is said to have trivial group-theoretic definable closure when
dclGM(X) = X for all finite X ⊆M. Indeed, this is the notion of definable closure
used in [AFP16], which only considers the case of Scott sentences.

Definition 2.18. Let A be a fragment and letM be an L-structure. The structure
M has trivial A-definable closure when dclA(X) = X for all X ⊆M. Note
that M already has trivial A-definable closure if dclA(X) = X for all finite
X ⊆ M. Also note that the analogously defined notion of trivial A-algebraic
closure is identical to trivial A-definable closure.

A complete A-theory T has trivial A-definable closure when all models
M |= T have trivial A-definable closure.

One can also perform a formula-by-formula analysis of trivial A-definable
closure.

Definition 2.19. Let A be a countable fragment of Lω1,ω(L). A complete A-
theory T has trivial ϕ(x, y)-definable closure for a formula ϕ(x, y) of Lω1,ω(L) if
T |= ¬(∃x)(∃=1y)ϕ(x, y).

The following lemma is immediate.

Lemma 2.20. Let A be a countable fragment of Lω1,ω(L). A complete A-theory
T has trivial A-definable closure if and only if T has trivial ψ-definable closure
for all non-redundant formulas ψ ∈ A.

It was shown in [AFP16] that M has trivial group-theoretic definable closure
if and only if there is an ergodic structure concentrated on its orbit. When
we move to A-theories it is not the case that having an ergodic model of the
theory ensures that all (classical) models of the theory have trivial group-theoretic
definable closure. In fact, [AFNP16] showed that there are many first-order
theories on which some invariant measure is concentrated, but for which almost
every (classical) structure sampled according to the measure has non-trivial
group-theoretic definable closure. For further examples of this phenomenon, see
[AFKrP17].

Lemma 2.21. Let A be a countable fragment of Lω1,ω(L), and let T be a complete
A-theory. Then T has trivial A-definable closure if and only if T+

A has trivial
A+-definable closure.
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Proof. For every sentence σ ∈ A+, there is a relation symbol R ∈ LA such that

T+
A |= σ ↔ R.

However, by Corollary 2.15, for every formula ϕ ∈ A, the theory T has trivial
ϕ-definable closure if and only if T+

A has trivial Rϕ-definable closure.
In particular, T has trivial ϕ-definable closure for all formulas ϕ ∈ A if and

only if T+
A has trivial ψ-definable closure for all formulas ψ ∈ A+. Therefore,

by Lemma 2.20, T has trivial A-definable closure if and only if T+
A has trivial

A+-definable closure. �

Rather than working with the notion of trivial A-definable closure directly, it
will sometimes be convenient to use the equivalent property of having duplication
of formulas in A, which is closely related to a notion that first appeared in [AFP16,
§3.3]. Recall the notion of a non-redundant formula (Definition 2.6).

Definition 2.22. Let T be a theory and ϕ(x, y) ∈ Lω1,ω(L) be a non-redundant
formula consistent with T . The theory T duplicates ϕ when

T |= (∃x, y, z)
(
ϕ(x, y) ∧ ϕ(x, z) ∧ (y 6= z)

)
.

The theory T has duplication of quantifier-free formulas when it duplicates
every non-redundant quantifier-free first-order formula ϕ(x, y) ∈ Lω,ω(L) consis-
tent with T .

Let A be a fragment and suppose that T is an A-theory. The theory T has
duplication of formulas in A when T duplicates every non-redundant formula
in A consistent with T .

We then have the following.

Lemma 2.23. Let A be a fragment, and suppose that T has duplication of
formulas in A. For any non-redundant formula ϕ(x1, . . . , xk) ∈ A such that
(∃x1, . . . , xk)ϕ(x1, . . . , xk) is consistent with T and any ` ≤ k, there is a non-
redundant formula ψ(x0

1, x
1
1, . . . , x

0
` , x

1
`) such that

• (∃x0
1, x

1
1, . . . , x

0
` , x

1
` , x`+1, . . . , xk)ψ(x0

1, x
1
1, . . . , x

0
` , x

1
` , x`+1, . . . , xk) is consis-

tent with T .
• For all maps α : {1, . . . , `} → {0, 1},
T |= (∀x0

1, x
1
1, . . . , x

0
` , x

1
` , x`+1, . . . , xk)(

ψ(x0
1, x

1
1, . . . , x

0
` , x

1
` , x`+1, . . . , xk)→ ϕ(x

α(1)
1 , . . . , x

α(`)
` , x`+1, . . . , xk)

)
.

Proof. The case where ` = 1 is immediate from the definition of duplication of
formulas. For ` ≥ 1, the result follows from an easy induction. �

In our main construction, where we assume trivial definable closure, we will
actually use the (potentially weaker) notion of duplication of formulas.

Lemma 2.24. Let A be a fragment and let T be a complete A-theory. Suppose
that T has trivial A-definable closure. Then T has duplication of formulas in A.
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Proof. Let ϕ(x, y) be an A-formula consistent with T . Then T |= (∃x, y)ϕ(x, y).
But T has trivial A-definable closure, and so by Lemma 2.20 we have T |=
¬(∃x)(∃=1y)ϕ(x, y). Therefore T |= (∃x, y, z)

(
ϕ(x, y) ∧ ϕ(x, z) ∧ (y 6= z)

)
. �

Note that the other direction of Lemma 2.24 does not necessarily hold.

Lemma 2.25. Let T be a complete A-theory, and suppose that T has non-trivial
A-definable closure. Then T has non-trivial ϕ(x, y)-definable closure for some
non-redundant ϕ(x, y) ∈ A, i.e.,

T |= (∃x)(∃=1y)ϕ(x, y).

Proof. Because T is a complete A-theory, if T has non-trivial
∨
i≤n ψi-definable

closure for some
∨
i≤n ψi ∈ A, then T has non-trivial ψi-definable closure for

some i ≤ n. But every formula in A is equivalent to a disjunct of finitely many
non-redundant formulas in A, and so the result follows. �

3. Ergodic structures via sampling from Borel structures

In this section we describe a general framework for constructing ergodic struc-
tures by sampling from continuum-sized structures, which dates back to work of
Aldous [Ald81] and Hoover [Hoo79], and which has been used more recently in
[PV10], [AFP16], [AFNP16], [AFKwP17], and [AFKrP17].

We begin by defining Borel L-structures, and then describe how to obtain
an ergodic structure via a sampling procedure from a Borel L-structure. We
then describe weighted homomorphism densities, which will allow us to show
convergence of finite sampled substructures to the desired measure on countably
infinite structures.

3.1. Borel L-structures. When considering whether a given theory has an
ergodic model, without loss of generality we may restrict to the case of relational
languages (by Corollary 2.14, as T+

A is in a relational language).
Throughout this subsection, L will denote a countable relational language.

Definition 3.1. Let P be an L-structure. We say that P is a Borel L-structure
if there is a Borel σ-algebra on its underlying set BP such that for all relation
symbols R ∈ L, the set {a ∈ Pj : RP(a)} is a Borel subset of BjP , where j is the
arity of R.

We next describe a map taking an element of N ω to an L-structure with
underlying set N. The application of this map to an appropriate random sequence
of elements of a Borel L-structure will induce a random L-structure with underlying
set N.

Definition 3.2. Let N be an L-structure (of arbitrary cardinality). Define the
function FN : N ω → StrL as follows. For A = (ai)i∈ω ∈ N ω, let FN (A) be the
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L-structure with underlying set N satisfying

FN (A) |= R(n1, . . . , nj) ⇔ N |= R(an1 , . . . , anj
)

for every relation symbol R ∈ L and for all n1, . . . , nj ∈ N, where j is the arity of
R.

Note that we consider equality as a logical symbol, not a relation symbol (so
that equality is inherited from the underlying set.

Observe that when P is a Borel L-structure, FP is a Borel measurable function
(see [AFP16, Lemma 3.3]).

Definition 3.3. Let P be a Borel L-structure, and let m be a probability measure
on BP . The measure µ(P,m) on StrL is defined to be m∞ ◦ F−1

P , where m∞ is the
product measure on BωP .

Note that m∞ is invariant under arbitrary reordering of the indices. We will
obtain an invariant measure on StrL by taking the distribution of the random
structure with underlying set N corresponding to an m-i.i.d. sequence of elements
of P .

Note that µ(P,m) is is a probability measure, namely the distribution of a random
element in StrL induced via FP by an m-i.i.d. sequence on BP . The invariance of
m∞ under the action of S∞ on BωP yields the invariance of µ(P,m) under the logic
action. In particular, µ(P,m) is a S∞-invariant measure.

Lemma 3.4 ([AFP16, Lemma 3.5]). Let P be a Borel L-structure, and let m be
a probability measure on BP . Then µ(P,m) is S∞-invariant.

Recall that a measure is said to be continuous (or atomless) if it assigns
measure zero to every singleton. The following lemma describes several key
properties of the invariant measures obtained by sampling using continuous
measures.

Lemma 3.5. Let P be a Borel L-structure, and let m be a continuous probability
measure on B. Then µ(P,m) is an ergodic structure that is concentrated on the
union of isomorphism classes of countably infinite substructures of P.

Proof. Let A = (ai)i∈ω be an m-i.i.d. sequence of elements of B. Note that the
induced countable structure FP(A) is now a random L-structure, i.e., an StrL-
valued random variable, whose distribution is µ(P,m). Because m is continuous,
and since for any k 6= ` the random variables ak and a` are independent, the
sequence A has no repeated entries, almost surely. Hence FP(A) is almost surely
isomorphic to a countably infinite (induced) substructure of P .

The measure µ(P,m) is ergodic, as shown in [AFKwP17, Proposition 2.24]. �

The fact that µ(P,m) is concentrated on substructures of P (up to isomorphism)
will be extended in Lemma 4.9, where we show how to make it almost surely
satisfy a given theory.
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3.2. Weighted homomorphism densities. Weighted homomorphism densities
will allow us in Lemma 4.4 to show that the weak limit of finite sampled substruc-
tures of a Borel L-structure achieves the desired invariant measure on countably
infinite structures.

Definition 3.6. Suppose L′ ⊆ L, and let M be an L′-structure and N an L-
structure. Define a map f from the underlying set of M to the underlying set
of N to be a homomorphism if it is a homomorphism from M to N|L′ (the
L′-reduct of N ), and a full homomorphism if it also preserves all non-relations
of L′. Write Hom(M,N ) and Full(M,N ) to denote these respective classes of
maps.

Definition 3.7. Suppose L′ ⊆ L, with L′ finite, and letM be a finite L′-structure
and N an arbitrary L-structure. Let m be a probability measure on the underlying
set of N . Define the weighted full homomorphism density tfull(M, (N ,m))
to be the probability that assigning the elements of M to elements of N in an
m-i.i.d. way yields a full homomorphism, i.e., a map in which relations and
non-relations are preserved. Specifically,

tfull(M, (N ,m)) :=

∫
Full(M,N )

dm|M|,

which reduces to

tfull(M, (N ,m)) =
∑

f∈Full(M,N )

∏
a∈M

m
(
f(a)

)
when N is countable.

This notion extends the case where M is a simple graph and N is an edge-
weighted graph, as in, e.g., [Lov12, §5.2.1]. For more details on full homomorphism
densities, see [AFNP16, §3.1].

Proposition 3.8. Let N be a finite L-structure and m a probability measure on
the underlying set of N . Then µ(N ,m) is completely determined by the sequence of
numbers {

tfull(M, (N ,m))
}
M,

where M ranges over finite L′-structures, where L′ ⊆ L and L′ is finite .

Proof. For any finite L′ ⊆ L and any L′ structure M with underlying set
{0, . . . , |M| − 1}, let pM be the qf-type of {0, . . . , |M| − 1} in M. For any
finite L′ ⊆ L and quantifier-free L′-formula ϕ with |M|-many free variables, let
νL′(Jϕ(n0, . . . , n|M|−1)K) be the quantity∑

{tfull(M, (N ,m)) : M is an L′-structure and |= pM → ϕ}.

Let L′ and L′′ be finite languages such that L′ ⊆ L′′ ⊆ L. Let ψ be a
quantifier-free L′-formula; in particular, ψ is also an L′′-formula. Note that
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νL′′(Jψ(n0, . . . , n|M|−1)K) is the probability that an m-i.i.d. sequence of elements
of N of length |M| satisfies ψ. Hence νL′′(Jψ(n0, . . . , n|M|−1)K) does not depend
on the choice of L′′ extending L′, and so we may define ν(Jψ(n0, . . . , n|M|−1)K) to
be νL′(Jψ(n0, . . . , n|M|−1)K).

Define Θ to be the collection of Jϕ(n0, . . . , nr−1)K where n0, . . . , nr−1, r ∈ N
and ϕ is a quantifier-free L-formula with r-many free variables. Note that Θ is a
ring and ν is a pre-measure on Θ that agrees with µ(N ,m). By the Carathéodory
extension theorem, the unique extension of ν to a measure must be µ(N ,m). �

For similar results in the special case of graphs, see [Lov12, Chapter 11]. For
related results and discussion, see also [Kru16, §1.1–1.2].

4. Layerings

Now that we have a method for producing an ergodic structure from a Borel
L-structure with an associated measure, we need a way to construct Borel L-
structures such that the resulting ergodic structures almost surely satisfy the
desired theory. Our general method is to build a Borel L-structure as the limit
of a directed system of finite structures, as we describe in this section. This
construction is similar in spirit to the inverse limit construction of [AFNP16].

Throughout this section, we restrict L to be a countable relational language.

4.1. Basic layerings. Our methods rely on a notion called a layering, which we
introduce here.

Definition 4.1. Suppose P0,P1 are Borel L-structures on underlying Borel spaces
B0,B1 respectively. We say that a map f : P0 → P1 is a Borel homomorphism
when f is a homomorphism of L-structures and is a Borel function.

We will be interested in a specific kind of Borel L-structure which arises as the
limit of a sequence of Borel homomorphisms.

By countable Borel L-structure, we mean a countable (finite or infinite) L-
structure with the discrete σ-algebra (i.e., that generated by all singletons). We
define the notion of an L-layering in terms of a directed system of countable
Borel L-structures, but in the L-layerings that we build in Section 5, these Borel
L-structures will always be finite.

Definition 4.2. We define an L-layering (N ,m, i) to be a directed system
indexed by (ω,<) satisfying the following, for each n ∈ ω.

• The structure Nn is a countable Borel L-structure, whose underlying Borel
set we denote by Nn.
• The measure mn is a probability measure on Nn whose only measure zero

set is ∅.
• For each k ≤ n, the map in,k : Nn → Nk is a measure-preserving surjective

homomorphism. In particular we have mn(i−1
n,k(a)) = mk(a) for every

a ∈ Nk.
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For n ∈ ω, we refer to (Nn,mn) as level n of (N ,m, i).

We now describe the limit of a layering.

Definition 4.3. Suppose N̂ = (N ,m, i) is an L-layering. We define the limit

of N̂ to be the pair (Nω,mω) satisfying the following.

• The L-structure Nω has underlying set

Nω :=
{
{ak}k∈ω : (∀n ∈ ω)

(
an ∈ Nn ∧ (∀k ≤ n)

(
in,k(an) = ak

))}
.

• For n ∈ ω, the map iω,n : Nω → Nn sends the tuple {ak}k∈ω to an.
• The Borel structure on Nω is that generated by sets of the form i−1

ω,n(b),
where b ∈ Nn and n ∈ ω.
• For any relation symbol R ∈ L,

Nω |= ¬R({a1
k}k∈ω, . . . , {a

j
k}k∈ω)

if and only if
Nn |= ¬R(a1

n, . . . , a
j
n)

for some n ∈ ω, where j is the arity of R.
• The measure mω is the unique probability measure satisfying

mω

({
{ak}k∈ω : aj = b

})
= mj(b)

for all j ∈ ω and b ∈ Nj.

It is easy to check that this is well-defined; in particular, by the Carathéodory
extension theorem the measure is uniquely determined by specifying the measures
of the sets of the form i−1

ω,n(b), where b ∈ Nn and n ∈ ω.
Observe that Nω is the limit in the category of Borel L-structures and Borel

homomorphisms of the directed system N̂ . The key property of (Nω,mω) is
that the ergodic structure µ(Nω ,mω) obtained by sampling from (Nω,mω) as in
Lemma 3.4 is the weak limit of the sequence of ergodic structures obtained by
sampling from each of the (Nn,mn) for n ∈ ω. We now make this precise. Let

w−→
denote convergence in the weak (a.k.a. weak-∗ or vague) topology.

Lemma 4.4. The sequence of measures {µ(Nn,mn)}n∈ω converges weakly to µ(Nω ,mω),

i.e., we have µ(Nn,mn)
w−→µ(Nω ,mω).

Proof. Fix a finite sublanguage L′ ⊆ L and a finite L′-structureM. For each k ∈ ω,
consider the weighted full homomorphism density tfull(M, (Nk,mk)) of M in
(Nk,mk). Observe that because the map ik+1,k : Nk+1 → Nk is a homomorphism,
the probability that the random map M → Nk (that independently assigns
each element of M an element of Nk according to mk) is a homomorphism is
at least the probability that the corresponding random map M → Nk+1 is a
homomorphism. Therefore the sequence of positive reals {tfull(M, (Nk,mk))}k∈ω
is non-increasing. In particular, the limit limk→∞ tfull(M, (Nk,mk)) exists and is
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equal to tfull(M, (Nω,mω)), because (Nω,mω) is the limit of the directed system
formed by {(Nk,mk)}k∈N and the maps {ik+1,k}k∈N in the category of probability
spaces. Hence for any finite L′ ⊆ L and any quantifier-free L′-formula ϕ, and any
n0, . . . , nr−1 ∈ N, where ϕ has r-many free variables, we have

lim
k→∞

µ(Nk,mk)(Jϕ(n0, . . . , nr−1)K) = µ(Nω ,mω)(Jϕ(n0, . . . , nr−1)K)

by Proposition 3.8. Note that every clopen set is of the form Jϕ(n0, . . . , nr−1)K.
Therefore by the Portmanteau theorem, we have µ(Nn,mn)

w−→µ(Nω ,mω). �

4.2. Continuous limits. We will mainly be interested in layerings whose limit
measure is a continuous measure on the limit structure, i.e., where each singleton
of the limit structure is a nullset of the limit measure. In this case we say that
the layering is continuous. We now characterize such layerings.

Lemma 4.5. Suppose N̂ = (N ,m, i) is an L-layering with limit (Nω,mω). Then
the following are equivalent.

(a) The probability measure mω is continuous.
(b) For all k ∈ ω and a ∈ Nk, there are n > k and X, Y ⊆ Nn such that

• X, Y ⊆ i−1
n,k(a),

• X ∩ Y = ∅,
• mn(X) > 1/3 ·mk(a), and
• mn(Y ) > 1/3 ·mk(a).

Proof. Suppose mω is continuous. Towards a contradiction, assume that k ∈ ω
and a ∈ Nk are such that for all n > k there are no X, Y ⊆ Nn satisfying the
conditions of (b).

If for some n > k every element b ∈ Nn satisfied mn(b) < 2/3 ·mn(a), then we
could construct X and Y satisfying the conditions of (b) by adding elements in
decreasing mass to the set X until its mass exceeded 1/3 ·mk(a) and allowing
Y = Nn \X.

Hence for every n > k there is some bn ∈ Nn such that in,k(bn) = a and
mn(bn) > 2/3 · mk(a); note that is exactly one such bn. Therefore we have
in′,n(bn) = bn′ for n′ > n > k. In particular, if we let bj = ik,j(a) for j ≤ k, then
mω({bj}j∈ω) > 2/3 ·mk(a), contradicting the continuity of mω.

Now suppose (b) holds, and let {aj}j∈ω ∈ Nω. Then for every k ∈ ω there is
some n > k such that mn(an) ≤ 2/3 ·mk(ak). Hence mω({aj}j∈ω) = infjmj(aj),

which is at most
(

2
3

)−q ·m0(a0) for all q ∈ ω, and so mω({aj}j∈ω) = 0. �

4.3. Regular layerings. We will need two other specific conditions on a layering
to allow us sufficient control over the limit structure and measure of the layering.

First, we want to be able to define our layerings without specifying where all
the mass is assigned at any given level; this will allow us at later levels to add new
elements. We will accomplish this via a distinguished “virtual” element whose
mass at each level consists of that mass not assigned to other “real” elements.
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Second, at each level we want to declare that certain first-order quantifier-free
formulas hold, and we want such formulas to continue to hold at later levels.
Unfortunately, in arbitrary layerings different formulas may hold at different levels,
as we required only that the maps between levels were homomorphisms, and not
necessarily embeddings. We will address this by assigning each level a language
such that the maps between a level and all higher ones preserve the qf-type (in
the language of the level) of every tuple that is non-redundant and whose image
is also non-redundant. In other words, for such tuples, formulas remain set, once
set at a lower level. Because we want to allow ourselves to split elements as we
move up the levels of the layering, we do not require the qf-type of redundant
tuples (or those whose image is redundant) to be set.

We now make both of these conditions precise.

Definition 4.6. A regular L-layering is a layering N̂ = (N ,m, i) along with
the following additional data.

• For each n ∈ ω there is an element ∗n ∈ Nn, called the sink of Nn, such
that
(a) all relations in L hold of any tuple in Nn containing ∗n,
(b) for all k ≤ n we have in,k(∗n) = ∗k, and
(c) for all ε > 0 there is an n ∈ ω such that mn(∗n) < ε.

• There is a sequence {Ln}n∈ω of countable relational languages such that
for all n ∈ ω,
(d) Ln ⊆ Ln+1,
(e)

⋃
j∈ω Lj = L,

(f) for all k ≤ n and all non-redundant tuples a ∈ Nn, if in,k(a) is a
non-redundant tuple in Nk, then the qf Lk-type of a is the same as
that of in,k(a), and

(g) all tuples a ∈ Nn and all R ∈ L of arity |a|, if Nn |= ¬R(a) then
R ∈ Ln and a is non-redundant.

We can think of a level as containing information about tuples in the resulting
limit structure. Condition (a) asserts that the sink ∗n is a neutral element in that
it doesn’t force any structure at higher levels. Condition (b) is straightforward,
while (c) ensures that mω(∗ω) = 0, where ∗ω := {∗j}j∈ω. Conditions (d) and (e)
say that L is an increasing union of sublanguages Ln, and (f) ensures that if a
decision is made about a non-redundant tuple, that decision propagates to higher
levels. Condition (g) states that Nn is neutral with respect to L \ Ln and makes
no decisions about redundant tuples.

4.4. Approximations to types. We now introduce a condition on a continuous
regular layering (N ,m, i) which will ensure that µ(Nω ,mω) omits a certain kind of
type, which can be appropriately approximated in sublanguages. We will also see
that satisfying a pithy Π2 sentence and omitting a qf-type can be expressed as
omitting a type of this kind.
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Definition 4.7. Let L be a countable relational language and let {Lj}j∈ω be a
nondecreasing sequence of languages whose union is L. Let p̂ be a sequence {pj}j∈ω
of types such that each pj is a partial Lj-type in the same variables, and such that
|= pk → pj for j < k. Then p̂ is an approximable {Lj}j∈ω-type if for all j < k,
for all Lk-structures Mk and Lj-structures Mj, and for all surjective embeddings
ik,j from Mk to Mj, if

• a ∈Mk is a tuple satisfying pk, and
• ik,j is injective on the underlying set of a,

then the tuple ik,j(a) satisfies pj.

Elements of the limit of a regular layering correspond to sequences with one
element from each level of the layering, where the elements of the higher levels of
the sequence project down to the elements at the lower levels of the sequence, via
the maps of the layering. As such, a tuple of elements in the limit corresponds
to a sequence of tuples from each level, on which the maps of the layering are
injective past some point.

The idea behind the notion of an approximable type is to capture information
about elements in the limit of a regular layering by considering properties of the
corresponding sequence. However, because the approximable type is expressed in
a way that is independent of the layering, we need it to cohere with any possible
layering it could be asked to describe. This is the motivation behind the coherence
condition with respect to arbitrary surjective embeddings.

Definition 4.8. Let N̂ = (N ,m, i) be a continuous regular L-layering, and

suppose that {pj}j∈ω is an approximable {Lj}j∈ω-type. We say that N̂ asymp-
totically omits {pj}j∈ω if for all k ∈ ω there is an nk > k such that

Nnk
|=
(
∀x ∈ i−1

nk,k
(Nk \ ∗k)

)
¬pk(x).

The following key technical lemma will allow us to ensure that a limit measure
satisfies or omits formulas of several particular forms.

Lemma 4.9. Let N̂ = (N ,m, i) be a continuous regular L-layering, and suppose

{pj}j∈ω is an approximable {Lj}j∈ω-type. If N̂ asymptotically omits {pj}j∈ω then

µ(Nω ,mω)

(r
(∀x)

∨
j∈ω

¬pj(x)
z)

= 1.

Proof. Let x be the variables of {pj}j∈ω and let k = |x|. For j ∈ ω, define
αj := mj(∗j)+(1−βj), where βj denotes the probability that sampling k elements
independently from mj yields a non-redundant tuple. Note that αj is an upper
bound on the probability that the sink ∗j is selected at least once or that some

element is selected at least twice. Because N̂ is regular, limjmj(∗j) = 0. Because

N̂ is continuous, limj βj = 1. Hence limj αj = 0.
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Note that if ` ≥ j and a is a non-redundant tuple of N` \ ∗` that satisfies
pj, then if i`,j(a) is also non-redundant it satisfies pj. Hence, by the asymptotic
omission of {pj}j∈ω, if g ≥ nj or g = ω, then the probability that a sample from
the k-fold product measure mk

g satisfies pj is at most αj.

Therefore the probability that a sample from the k-fold product measure mk
ω

satisfies (∃x)
∧
j∈ω pj(x) is at most infj αj = 0. Hence a sample from mk

ω almost

surely satisfies (∀x)
∨
j∈ω ¬pj(x), and so

µ(Nω ,mω)

(r
(∀x)

∨
j∈ω

¬pj(x)
z)

= 1,

as desired. �

We now consider two special classes of approximable types that can be asymp-
totically omitted. Asymptotically omitting an approximable type of the first class
in a continuous regular layering (N ,m, i) ensures that the limit measure µ(Nω ,mω)

satisfies a given pithy Π2-theory.

Definition 4.10. Let N̂ = (N ,m, i) be a continuous regular L-layering. Suppose
that (∀x)(∃y)ϕ(x, y) ∈ Lω1,ω(L) is a pithy Π2 sentence such that there exists some
` ∈ ω for which (∀x)(∃y)ϕ(x, y) ∈ Lω1,ω(L`). Consider the approximable type
{pj}j∈ω where pj(x) = (x = x) for j < ` and pj(x) = (∀y)¬ϕ(x, y) for j ≥ `. We

say that N̂ asymptotically satisfies (∀x)(∃y)ϕ(x, y) when N̂ asymptotically
omits {pj}j∈ω. (Note that this does not depend on the choice of `.)

We say that N̂ asymptotically satisfies a pithy Π2-theory T of Lω1,ω(L) when it
asymptotically satisfies every sentence of T .

The following corollary is immediate from Lemma 4.9.

Corollary 4.11. Let N̂ = (N ,m, i) be a continuous regular L-layering, and

suppose T is a pithy Π2-theory of Lω1,ω(L). If N̂ asymptotically satisfies T then
µ(Nω ,mω)(JT K) = 1, i.e., µ(Nω ,mω) is concentrated on T .

Asymptotically omitting an approximable type of the second class results in a
limit measure µ(Nω ,mω) that omits a given qf L-type.

Definition 4.12. Let N̂ = (N ,m, i) be a continuous regular L-layering, and let p

be a qf L-type. We say that N̂ asymptotically omits p when N̂ asymptotically

omits the approximable type
{∧(

p ∩ Lω,ω(Lj)
)}

j∈ω
.

Again the following corollary is immediate from Lemma 4.9.

Corollary 4.13. Let N̂ = (N ,m, i) be a continuous regular L-layering, and let

p(x) be a qf L-type. If N̂ asymptotically omits p then µ(Nω ,mω)(J(∀x)¬p(x)K) = 1,
i.e., µ(Nω ,mω) omits the singleton set of types {p}.
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4.5. Layer Transformation. We have reduced the problem of constructing an
ergodic structure almost surely satisfying a theory to that of constructing a regular
continuous layering which asymptotically omits a countable collection of types
and asymptotically satisfies a pithy Π2-theory. Now we give a general method for
constructing such layerings.

We do this by isolating a relationship between successive levels of a layering,
such that when it occurs infinitely often along pairs of consecutive levels of the
layering, the limit measure has the desired properties.

An approximation consists of the data needed to be a level of a regular L-
layering.

Definition 4.14. Let M be a non-redundant L-structure. An approximation
to M is a triple (L+,N+,m+) such that

• L+ ⊆ L;
• the underlying set N+ of N+ satisfies N+ = M+ ∪ ∗+, where M+ ⊆ M ,

the underlying set of M;
• M |= R(a) if and only if N+ |= R(a) for any tuple a ∈ M+ and any

relation symbol R ∈ L+ of arity |a|;
• all relations in L hold of any tuple in N+ containing ∗n;
• N+ |= R(a) for all tuples a ∈ N+ and all R ∈ L \ L+ of arity |a|; and
• m+ is a measure on N+.

A layer transformation is something which takes an approximation to M,
i.e., something which could be a level of a regular layering, and returns a new
approximation along with a map to the old one.

Definition 4.15. Let M be a non-redundant L-structure. A layer transforma-
tion is a function f which takes an approximation (L+,N+,m+) of M to a pair
(ι†, (L†,N†,m†)) such that

• (L†,N†,m†) is an approximation to M;
• N+ has sink ∗+ and N† has sink ∗†;
• L+ ⊆ L†;
• ι† : N† → N+ is a surjective homomorphism and i†(∗†) = ∗+;
• for all a ∈ N†, if i†(a) is a non-redundant tuple in N+, then the qf L+-type

of a is the same as that of i†(a); and
• for all a ∈ N+, we have m†(i

−1
† ({a})) = m+({a}).

We will show that properties of layer transformation transfer to properties of
limit measures of continuous regular layerings which have the layer transformations
as consecutive pairs of layers.

Definition 4.16. We say that a layer transformation forces a property P if
whenever (N ,m, i) is a L-layering such that for infinitely many n ∈ N, the pair
(in+1,n, (Ln+1,Nn+1,mn+1)) is the image of (Ln,Nn,mn) under the transformation,
then (N ,m, i) has property P .
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We say that a layer transformation continuously forces a property P if
whenever (N ,m, i) is a continuous regular L-layering such that for infinitely many
n ∈ N, the pair (in+1,n, (Ln+1,Nn+1,mn+1)) is the image of (Ln,Nn,mn) under
the transformation, then (N ,m, i) has property P .

Let M be a non-redundant L-structure. We now introduce properties of layer
transformations in terms of M which, when interleaved in a layering, will force
the layering to be continuous, regular, and concentrated on a specified theory.

We first consider two properties which force a layering to be continuous and
regular.

The scrapwork transformation simply adds a new element to the structure and
gives it half the mass of the sink of the previous layer.

Definition 4.17. We define a scrapwork transformation to be any layer
transformation which takes an approximation (L+,N+,m+) and returns a pair
(ι†, (L†,N†,m†)) such that

• ι† is the identity on N+ \ ∗+ and takes the element a to ∗†;
• L† = L+;
• N† = N+ ∪ {a} for some a ∈M; and
• m†({b}) = m+({b}) for any b ∈ N+ \ ∗+ and m†(a) = m†(∗†) = 1

2
m+(∗+).

The following is then immediate.

Lemma 4.18. Any scrapwork transformation forces m(∗ω) = 0 and hence forces
a layering to be regular.

Proof. First note that m†(∗†) = 1
2
m+(∗+), and so each application of the scrapwork

transformation reduces then measure of the sink by one half. In particular, if
there are infinitely many such applications, then mω(∗ω) = 0. �

A splitting transformation splits each element into two new elements that each
stand in the same relationship to all other elements as the original element did.

Definition 4.19. Suppose that for every quantifier-free formula ψ, the Lω1,ω(L)-
theory of M has trivial ψ-definable closure. Fix an enumeration b1, . . . , bk of
N+ \ ∗+ and let q be the quantifier free L+-type of b1, . . . , bk. By Lemma 2.23
there are tuples a0

1 · · · a0
k and a1

1 · · · a1
k containing 2k-many distinct elements of M

such that M |= q(a
α(1)
1 , . . . , a

α(k)
k ) for any function α : {1, . . . , k} → {0, 1}.

We define a splitting transformation to be any layer transformation which
takes an approximation (L+,N+,m+) and returns a pair (ι†, (L†,N†,m†)) such
that

• i†(aj`) = b`;
• L† = L+;

• N† = {aj` : j ∈ {0, 1} and 1 ≤ ` ≤ k} ∪ ∗†; and

• m†(aj`) = m+(b`)/2 for j ∈ {0, 1} and 1 ≤ ` ≤ k and let m†(∗†) = m+(∗+)
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for some choice of elements aij and bj as above.

Lemma 4.20. Any splitting transformation forces the measure mω to be continu-
ous outside of the sink ∗ω.

Proof. Let Xn = sup{mn({a}) : a ∈ Nn \ ∗n}. If the relationship between
levels n and n + 1 is a splitting transformation, then Xn+1 = 1

2
Xn. Therefore

limn→∞Xn = 0, and so the splitting transformation forces mω to be continuous
on Nω \ ∗ω. �

Sampling from any structure with respect to a measure having a point mass
will yield a random structure that almost surely has an indiscernible set. As such,
if we hope to find a measure concentrated on structures or theories without an
indiscernible set, then we need to be able to sample continuous measures — which
is why we need our theory to have trivial ψ-definable closure for some ψ.

In particular, if a layering has cofinally many splitting and scrapwork transfor-
mations, then it must be a continuous regular transformation.

We now describe a layering transformation that will ensure that the limit
measure satisfies a given pithy Π2 sentence.

Definition 4.21. Let (∀x)(∃y)ϕ(x, y) be a pithy Π2 sentence, and suppose M |=
(∀x)(∃y)ϕ(x, y). Define a (∀x)(∃y)ϕ(x, y)-satisfaction transformation to be
any layer transformation which takes an approximation (L+,N+,m+) and returns
(ι†, (L†,N†,m†)) such that

• ι† is the identity on N+ \ ∗+ and takes N† \N+ to ∗†;
• L† = L+;
• N† is such that for every a ∈ N+ \ ∗+ there is some b ∈ N† such that
M |= ϕ(a, b); and
• m†(b) = m+(b) for any b ∈ N+ \ ∗+, and m†(a) > 0 otherwise.

Note that we can always find such an N† as M |= (∀x)(∃y)ϕ(x, y).

Lemma 4.22. Any (∀x)(∃y)ϕ(x, y)-satisfaction transformation continuously forces
the layering to asymptotically satisfy (∀x)(∃y)ϕ(x, y).

Proof. Suppose (N ,m, i) is a continuous regular layering and that a ∈ Nω. Let
n be such that iω,n(ai) 6= iω,n(aj) for distinct ai, aj ∈ a. Let n′ > n be a stage
at which a (∀x)(∃y)ϕ(x, y)-satisfaction transformation occurs. There is therefore
some b ∈ Nn′ \ ∗n′ such that Nn′ |= ϕ(iω,n′(a0), . . . , iω,n′(ak−1), b).

Let bω ∈ Nω be such that iω,n′(bω) = b. Then Nω |= ϕ(a, bω) and hence
Nω |= (∃y)ϕ(a, y). But as a was arbitrary, we have Nω |= (∀x)(∃y)ϕ(x, y). �

We now describe the final layering transformation, which will ensure that the
limit measure almost surely omits a given type.

Definition 4.23. Let (∀x)(∃y)ϕ(x, y) be a pithy Π2 sentence, and suppose p(x)
is a qf-type omitted in M. Define a omitting-p(x) transformation to be any
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layer transformation which takes an approximation (L+,N+,m+) and returns
(ι†, (L†,N†,m†)) such that

• ι† = id;
• L† is a language such that for all a ∈ N† of the same arity as p, there is a

qf-free L†-formula η(x) such that ¬η(x) ∈ p(x) and M |= η(a);
• N† = N+

• m† = m+.

Note that we can always find such a language, since M omits p(x).

Lemma 4.24. Any omitting-p(x) transformation continuously forces the layering
to asymptotically omit p(x).

Proof. Suppose (N ,m, i) is a continuous regular layering and that a ∈ Nω. Let n
be such that iω,n(ai) 6= iω,n(aj) for distinct ai, aj ∈ a. Let n′ > n be a stage at
which the omitting-p(x) transformation occurs. Hence there is some quantifier-
free formula η(x) such that ¬η(x) ∈ p(x) and Nn′+1 |= η(iω,n′(a0), . . . , iω,n′(ak−1)).
But then Nω |= η(a), and so Nω |= ¬p(a). However, because a was arbitrary, this
means that Nω omits p(x). �

5. Existence of ergodic structures

Having developed appropriate layer transformations, we may now show that for
a relational language L, if a complete A-theory T has trivial A-definable closure,
then there is an ergodic model of T .

We begin by using duplication of quantifier-free formulas to construct an
appropriate layering.

Proposition 5.1. Let L be a countable relational language, and M∈ StrL be a
non-redundant L-structure. Further let T be a countable pithy Π2 theory, and Θ
be a countable set of qf-types such that M |= T and M omits Θ. Suppose that
T has duplication of quantifier-free formulas. Then there is a continuous regular
layering (N ,m, i) such that µ(Nω ,mω) is an ergodic model of T that omits Θ.

Proof. Let {Qj}j∈ω be an enumeration of the relation symbols of L, and let
{pj}j∈ω be an enumeration of Θ in which each qf-type is enumerated infinitely
often. Let {(∀x)(∃y)ψj(x, y)}j∈ω be an enumeration of T in which each sentence
is enumerated infinitely often and such that for every j ∈ ω, each relation symbol
of ψj is among {Qk : k < j}.

We construct a continuous regular layering (N ,m, i) in stages, building one
level at every stage. At each stage n, we will identify a finite L-substructure Mn

ofM (necessarily non-redundant). Let Mn denote the underlying set of Mn, and
choose the sink ∗n to not be in the underlying set M of M. The structure Nn
will be the unique L-structure with underlying set Mn ∪ ∗n such that

• the sink ∗n is a neutral element;
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• for any relation symbol R in L \ Ln and any tuple a of length k, where k
is the arity of R, we have Nn |= R(a); and
• Mn|Ln equals the substructure of Nn|Ln having underlying set Mn.

Stage −1:
Define L−1 := ∅. Let M−1 be the unique structure on the empty set (which
necessarily omits Θ), and let m0(∗−1) = 1.

Stage 4n: Scratch work.
Define L4n := L4n−1. Let a ∈M \M4n−1 and define M4n to be M restricted to
M4n ∪ {a}.

Define i4n,4n−1 to be the identity on M4n−1 and such that i4n,4n−1(a) = ∗4n−1.
Finally, let m4n be the probability measure that agrees with m4n−1 on all subsets
of M4n−1 and assigns m4n(a) = m4n(∗4n) = 1

2
m4n−1(∗4n−1).

Stage 4n+ 1: Duplication.
Define L4n+1 := L4n. Let k = |M4n| and fix an enumeration b1, . . . , bk of M4n.
Let q be the quantifier-free L4n+1-type of b1, . . . , bk. By hypothesis, the theory
T has duplication of quantifier-free formulas. Hence by Lemma 2.23 there are
tuples a0

1 · · · a0
k and a1

1 · · · a1
k containing 2k-many distinct elements of M such that

M |= q(a
α(1)
1 , . . . , a

α(k)
k ) for any function α : {1, . . . , k} → {0, 1}. Define M4n+1

to be the LA-substructure of M with underlying set{
aj` : j ∈ {0, 1} and 1 ≤ ` ≤ k

}
.

Finally, let i4n+1,4n(aj`) = b` and m4n+1(a
j
`) = 1

2
m4n(b`) for j ∈ {0, 1} and

1 ≤ ` ≤ k.

Stage 4n+ 2: Witnesses to Π2-statements.
Define L4n+2 := L4n+1. Let B ⊆M be a finite set be such that for every j ≤ n,

M |= (∀x ∈M4n+1) (∃y ∈ B)ψj(x, y);

such a B exists, as M |= T and (∀x)(∃y)ψj(x, y) ∈ T . Define M4n+2 to be M
restricted to have underlying set M4n+1 ∪B.

Let i4n+2,4n+1 be the identity on M4n+1 and such that i4n+2,4n+1(b) = ∗4n+1 for
all b ∈ B \M4n+1. Let m4n+2 be the probability measure that agrees with m4n+1

on all subsets of M4n+1 and evenly assigns positive mass to ∗4n+2 and to every
element of B \M4n+1.

Stage 4n+ 3: Omitting qf-types.
DefineM4n+3 := M4n+2. Let L4n+3 ⊇ L4n+2 be a finite language containing {Qj :
j ≤ n} and such that M4n+3 omits every qf-type in {pj ∩ Lω,ω(L4n+3) : j ≤ n};
this is possible as each qf-type in Θ is quantifier-free and M omits every qf-type
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in Θ. Let i4n+3,4n+2 := id and m4n+3 := m4n+2.

Finally, as required, for all n, and k < n, define in,k := ik+1,k◦ik+2,k+1◦· · ·◦in,n−1.
This completes the construction of (N,m, i).

For every n the map

(L4n−1, N4n−1,m4n−1) 7→
(
i4n,4n−1, (L4n, N4n,m4n)

)
is a scrapwork transformation, and so by Lemma 4.18, (N ,m, i) is a regular
layering.

By Lemma 3.4, µ(Nω ,mω) is an invariant probability measure, and by Lemma 3.5
it is ergodic.

For every n, the map

(L4n, N4n,m4n) 7→ (i4n+1,4n, (L4n+1, N4n+1,m4n+1))

is a splitting transformation, and so by Lemma 4.20, (Nω,mω) is a continuous
layering, since mω(∗ω) = 0.

For every n, the map

(L4n+1, N4n+1,m4n+1) 7→
(
i4n+2,4n+1, (L4n+2, N4n+2,m4n+2)

)
is a (∀x)(∃y)ϕn(x, y)-satisfaction transformation, and so by Lemma 4.22, (N ,m, i)
asymptotically satisfies each sentence in T . Hence by Corollary 4.11, µ(Nω ,mω) is
concentrated on T .

For every n, the map

(L4n+2, N4n+2,m4n+2) 7→
(
i4n+3,4n+2, (L4n+3, N4n+3,m4n+3)

)
is a omitting-pn(x) transformation, and so by Lemma 4.24, (N ,m, i) asymptoti-
cally omits each qf-type in Θ. Hence by Corollary 4.13, µ(Nω ,mω) omits Θ. �

Using this layering, we may now build an ergodic model of the theory.

Proposition 5.2. Let L be a countable language. Suppose A is a countable
fragment of Lω1,ω(L) and T is a complete A-theory. If T has trivial A-definable
closure then there is an ergodic model of T .

Proof. Recall from §2.3 the relational language LA, the non-redundant pithy Π2

first-order LA-theory ThA, and the countable collection of qf-types ΘA of LA.
Further recall the pithy Π2 non-redundant LA-theory TA = ThA ∪{Rϕ : ϕ ∈ T}.

Suppose T has trivial A-definable closure. Then TA has trivial A+-definable
closure as well by Lemma 2.21. By Corollary 2.14 there is an ergodic model of T
if and only if there is an ergodic model of T+

A . Hence our problem is reduced to
that of constructing an ergodic model of T+

A , i.e., an ergodic LA-structure almost
surely satisfying TA and omitting ΘA.

The A-theory T is countable and consistent; hence let K be a model of T . By
Lemma 2.11, the (LA ∪ L)-structure KA is a model of TA that omits ΘA. Define
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the LA-structure M := KA|LA
, i.e., the pithy Π2 Morleyization of K, which is

also a model of TA that omits ΘA. Further, M is non-redundant (because ThA is
non-redundant by Lemma 2.8), as is every finite substructure of M.

The theory TA has trivial A+-definable closure, and so by Lemma 2.24 it also has
duplication of formulas in A+. In particular, TA has duplication of quantifier-free
formulas.

By Proposition 5.1, there is a continuous regular layering (N ,m, i) such that
µ(Nω ,mω) is an ergodic model of TA that omits ΘA, as desired. �

6. Non-existence of ergodic structures

We now show that if a complete A-theory has non-trivial A-definable closure
then it has no ergodic model. As in Section 5, we work with countable relational
languages L, but in the proof of Theorem 1.1 in Section 7, we will see that this
holds for arbitrary countable languages.

Proposition 6.1. Let L be a countable relational language, and let A be a
countable fragment of Lω1,ω(L). Suppose T is a complete A-theory that has non-
trivial A-definable closure. Then there does not exist an ergodic model of T .

Proof. By Lemmas 2.20 and 2.25, there is some non-redundant formula ϕ(x, y)
such that T |= (∃x)(∃=1y)ϕ(x, y).

Suppose, towards a contradiction, that there is an ergodic model µ of T .
Define P :=

q
(∃=1y)ϕ(0, 1, . . . , |x| − 1, y)

y
. First note that if µ(P ) = 0, then by

invariance
µ
(q

(∃=1y)ϕ(n0, n1, . . . , n|x|−1, y)
y)

= 0

for any distinct elements n0, n1, . . . , n|x|−1 ∈ ω. Hence µ
(q

(∃x)(∃=1y)ϕ(x, y)
y)

=
0, contradicting the fact that T |= (∃x)(∃=1y)ϕ(x, y). Therefore µ(P ) > 0.

Define the probability measure µ? to be the conditional distribution of µ given
that P holds, i.e.,

µ?(X) =
µ(P ∩X)

µ(P )

for all Borel sets X. Note that µ? is invariant under any permutation of ω that
fixes 0, 1, . . . , |x| − 1.

By the definition of P , we have

Jϕ(0, 1, . . . , |x| − 1, i)K ∩ Jϕ(0, 1, . . . , |x| − 1, j)K ∩ P = ∅
for i, j satisfying |x| − 1 < i < j. Because ϕ is non-redundant, we also have⋃

i≤|x|−1

q
ϕ(0, 1, . . . , |x| − 1, i)

y
= ∅.

Hence
1 = µ?(P ) =

∑
i≥|x|

µ?
(q
ϕ(0, 1, . . . , |x| − 1, i)

y)
.
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But if α = µ?
(q
ϕ(0, 1, . . . , |x| − 1, |x|)

y)
then by invariance of µ? we also have

α = µ?
(q
ϕ(0, 1, . . . , |x| − 1, i)

y)
for any i ≥ |x|. Hence 1 =

∑
i≥|x| α, which is a

contradiction.
Therefore there is no ergodic model of T . �

7. Classification of ergodic structures

Putting the results of Sections 5 and 6 together, we obtain our main theorem.

Proof of Theorem 1.1. Let L be a countable language (not necessarily relational),
and let Σ ⊆ Lω1,ω(L) be countable.

First observe that (2) immediately implies (1). On the other hand, (1) implies
(2) by Lemma 2.2. Further, (4) implies (3) by letting A be any countable fragment
such that Σ ⊆ A (for example, the fragment generated by Σ). To conclude the
proof, we will show that (3) implies (2) and that (2) implies (4).

Let A and T be as in (3). Consider the countable relational language LA, the
countable fragment A+, and the A+-theory T+

A . Recall, by Corollary 2.16, that
T+
A is a complete A+-theory. By Lemma 2.21, T+

A has trivial A+-definable closure,
as T has trivial A-definable closure. Hence by Proposition 5.2, there is an ergodic
model of T+

A . By Corollary 2.14, there is also an ergodic model of T , and hence
of Σ, and so (2) holds.

Now suppose that (2) holds, and let µ be an ergodic model of Σ. Let A be
an arbitrary countable fragment such that Σ ⊆ A. By Lemma 2.4, Th(µ) is a
complete Lω1,ω(L)-theory. Hence Th(µ) ∩ A is a complete A-theory that admits
an invariant measure, and is such that Σ ⊆ Th(µ) ∩ A. By Proposition 6.1, the
theory Th(µ) ∩ A must have trivial A-definable closure, and so (4) holds. �

We obtain Theorem 1.2 as a corollary by specializing to the fragment Lω,ω(L)
of first-order L-formulas.

Proof of Theorem 1.2. Suppose Σ admits an invariant measure; then (1) of
Theorem 1.1 holds. Hence taking A = Lω,ω(L) in (4), there is a complete first-
order theory T ⊆ Lω,ω(L) with Σ ⊆ T such that T has trivial Lω,ω(L)-definable
closure.

Conversely, suppose T ⊆ Lω,ω(L) is a complete first-order theory such that
Σ ⊆ T and T has has trivial Lω,ω(L)-definable closure. Then (3) of Theorem 1.1
holds. Therefore by (1) there is an invariant measure concentrated on T and
hence on Σ. �
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